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Abstract—Predicting the potential relations between nodes in networks, known as link prediction, has long been a challenge in network science. However, most studies just focused on link prediction of static network, while real-world networks always evolve over time with the occurrence and vanishing of nodes and links. Dynamic network link prediction (DNLP) thus has been attracting more and more attention since it can better capture the evolution nature of networks, but still most algorithms fail to achieve satisfied prediction accuracy. Motivated by the excellent performance of long short-term memory (LSTM) in processing time series, in this article, we propose a novel encoder-LSTM-decoder (E-LSTM-D) deep learning model to predict dynamic links end to end. It could handle long-term prediction problems, and suits the networks of different scales with fine-tuned structure. To the best of our knowledge, it is the first time that LSTM, together with an encoder–decoder architecture, is applied to link prediction in dynamic networks. This new model is able to automatically learn structural and temporal features in a unified framework, which can predict the links that never appear in the network before. The extensive experiments show that our E-LSTM-D model significantly outperforms newly proposed DNLP methods and obtain the state-of-the-art results.
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I. INTRODUCTION

Networks are often used to describe complex systems in various areas, such as social science [1], [2], biology [3], electric system [4], economics [5], etc. And the vast majority of the real-world systems evolve with time, which can be modeled as dynamic networks [6], [7], where the nodes may come and go and the links may vanish and recover as time goes by. Links, representing the interactions between different entities, are of particular significance in the analysis of dynamic networks.

Link prediction of a dynamic network [8], [9] tries to predict the future structure of the network based on the historical data, which helps us better understand network evolution and further the relationships between topologies and functions. For instance, in online social networks [10]–[12], we can predict which links are going to be established in the near future. It means that we can infer with what kind of people, or even which particular one, the target user probably makes friends base on their historical behaviors. It can also be applied to the studies on disease contagions [13], protein–protein interactions [14], and many other fields where the evolution matters.

Similarity indices, like common neighbor (CN) [15] and resource allocation (RA) index [16], have widely used in link prediction of static networks [17]. Though simple and sometimes effective, they can not deal with the high nonlinearity. Fortunately, recently developed graph embedding methods are going to solve this problem. From random walk-based approaches like DeepWalk [18] and node2vec [19] to deep learning-based models like structural deep network embedding (SDNE) [20] and graph convolution network (GCN) [21], graph embedding techniques project nodes, links, or even graphs into lower dimensional space, ensuring that the entities sharing similar characteristics stay close, and thus could efficiently improve the performance of link prediction algorithms. However, the methods above still lack of applicability when it comes to dynamic networks. The temporal information is always ignored by the models designed for static networks. A few of works contribute to making above methods adapt to dynamic networks, such as redefining CNs [22] and designing temporal walk for dynamic networks [23], [24]. And with the development of deep learning [25], [26], a bunch of end-to-end frameworks [27], [28] have been proposed for dynamic network link prediction (DNLP). Not only limited to homogeneous networks, several works [29], [30] have explored the link prediction problem on heterogeneous dynamic networks.
In this article, we address the problem of predicting the global structure of networks in the near future, focusing on the links that are going to appear or disappear. We propose a novel end-to-end encoder-LSTM-decoder (E-LSTM-D)\(^1\) deep learning model for link prediction in dynamic networks, which takes the advantages of encoder-decoder architecture and a stacked long short-term memory (LSTM) \([31]\). The model thus can effectively handle the problems of high dimension, nonlinearity, and sparsity. Due to the encoder-decoder architecture, the model can automatically learn representations of networks, as well as reconstruct a graph on the grounds of the extracted information. Relatively low-dimensional representations for the sequences of graphs can be well learned from the stacked LSTM module placed right behind the encoder. Considering that network sparsity may seriously affect the performance of the model, we amplify the effect of existing links at the training process, enforcing the model to account for the existing links more than missing/nonexistent ones. We conduct comprehensive experiments on five real-world datasets. The results show that our model significantly outperforms the current state-of-the-art methods. In particular, we make the following main contributions.

1) We propose a general end-to-end deep learning framework, namely E-LSTM-D, for link prediction in dynamic networks, where the encoder-decoder architecture automatically learns representations of networks and the stacked LSTM module enhances the ability of learning temporal features.

2) Our newly proposed E-LSTM-D model is competent to make long term prediction tasks with only slight drop of performances; It suits the networks of different scales by fine tuning the model structure, i.e., changing the number of units in different layers; Besides, it can predict the links that are going to appear or disappear, while most existing methods only focus on the former.

3) We define a new metric, error rate, to measure the performance of DNLP, which is a good addition to the area under the ROC curve (AUC), so that the evaluation is more comprehensive.

4) We conduct extensive experiments, comparing our E-LSTM-D model with five baseline methods on various metrics. It is shown that our model outperforms the others and obtain the state-of-the-art results.

The rest of this article is organized as follows. In Section II, we give a brief review of recent works on DNLP. In Section III, we provide a rigorous definition of DNLP and a detailed description of our E-LSTM-D model. After that, comprehensive experiments are presented in Section IV, with the results carefully discussed. Finally, we conclude this article and outline some future works in Section V.

II. RELATED WORK

A. Random Walk-Based Methods

Recent studies show that random walk can also be performed on dynamic networks \([32]\). Ahmed et al. \([33]\) assigned damping weights to each snapshots, ensuring that more recent snapshots are more important, and then combined them into a weighted graph to do local random walk. As an extension of \([33]\), Ahmed and Chen \([23]\) proposed time series random walk (TS-RW) to integrate temporal and global information. And in \([34]\), random walk was used as a sampling method before passing the network into the deep neural network. Nguyen et al. \([24]\) studied continuous-time dynamic networks rather than discrete snapshots and proposed temporal walk to learn time-dependent embedding vectors without loss of information.

B. Factorization-Based Methods

Incremental singular value decomposition (IncSVD) \([35]\) utilizes a perturbation matrix to represent dynamics and adds modification on the SVD while theoretically instructed maximum-error-bounded restart of SVD (TIMERS) \([36]\) focuses on the adjacent matrix. Ma et al. \([37]\) proposed a novel graph regularized non-negative matrix factorization algorithm (GrNMF). It factorizes the current graph with the previous graphs used as regularization.

C. Deep Learning-Based Methods

Considering the evolution of a network as a special case of Markov random field with two-layer variables, conditional temporal restricted Boltzmann machine (ctRBM) \([38]\) takes not only neighboring connections but also temporal connections into consideration, and thus has the ability to predict future linkage status. In fact, the neighborhood information could be better used. Li et al. \([39]\) incorporated temporal restricted Boltzmann machine (RBM) and gradient boosting decision tree (GBDT) to model each link’s evolution pattern. Apart from the methods based on RBM, another group of approaches are built upon recurrent neural networks (RNNs). Li et al. \([27]\) designed a two-stream encoder-decoder architecture and used gated recurrent unit (GRU) \([40]\) as encoder to learn both spatial and temporal information. Similarly, DynGEM \([41]\) utilizes deep auto-encoders to incrementally generate embedding vectors for the graph of next snapshot based on the current one.

D. Other Methods

With the improvements of traditional similarity indices, Yao et al. \([22]\) assigned time-varied weights to previous graphs and then executed link prediction task using the refined CN which considers the neighbors within two hops. Zhang et al. \([42]\) proposed an improved RA-based DNLP algorithm, which updates the similarity between pairwise nodes when the network structure changes. Besides, Zhou et al. \([43]\) modeled the network evolution as a triadic closure process, but limited to undirected networks.

These methods either take a pair of nodes as input while ignore the global structure of the whole snapshot, or just make use of a few historical snapshots while ignore the rich information contained in the snapshots early before. In this article, we propose our E-LSTM-D model which takes a relatively long sequence of snapshots as input and could automatically learn the global structure of networks.

\(^1\)The source code is open sourced at https://github.com/jianz94/e-lstm-d.
III. METHODOLOGY

A. Problem Definition

A dynamic network is modeled as a sequence of snapshot graphs taken at a fixed interval.

Definition 1 (Dynamic Networks): Given a sequence of graphs, \{G_1, ..., G_T\}, where \(G_k = (V, E_k)\) denotes the \(k\)th snapshot of a dynamic network. Let \(V\) be the set of all vertices and \(E_k \subseteq V \times V\) the temporal links within the fixed timespan \([t_{k-1}, t_k]\). The adjacency matrix of \(G_k\) is denoted by \(A_k\) with the element \(a_{k,i,j} = 1\) if there is a directed link from \(v_i\) to \(v_j\) and \(a_{k,i,j} = 0\) otherwise.

In a static network, link prediction aims to find edges that actually exist according to the distribution of observed edges. Similarly, link prediction in a dynamic network makes full use of the information extracted from previous graphs to reveal the underlying network evolving patterns, so as to predict the future status of the network. Since the adjacency matrix can precisely describe the structure of a network, it is ideal to use it as the input and output of the prediction model. We could infer \(G_t\) just based on \(G_{t-1}\), due to the strong relationship between the successive snapshots of the dynamic network. However, the information contained in \(G_t\) may be too little to do precise inference. In fact, not only the structure itself but also the structure change overtime matters in the network evolution. Thus, we prefer to use a sequence of length \(N\), i.e., \(\{G_{t-N}, ..., G_{t-1}\}\), to predict \(G_t\).

Definition 2 (Dynamic Network Link Prediction): Given a sequence of graphs with length \(N\), \(S = \{G_{t-N}, ..., G_{t-1}\}\), DNLP aims to learn a function that maps the input sequence \(S\) to \(G_t\).

The structure of a dynamic network evolves with time. As shown in Fig. 1, some links may emerge while some others may vanish, which can be reflected by the changes of the adjacency matrix overtime. The goal is to find the links of the network that are most likely to appear or disappear at the next timespan. Mathematically, it can also be interpreted as an optimization problem of finding a matrix, whose element is either 0 or 1, that can best fit the ground truth.

B. E-LSTM-D Framework

Here, we propose a novel deep learning model, namely E-LSTM-D, combining the architecture of encoder–decoder and stacked LSTM, with the overall framework shown in Fig. 2. Specifically, the encoder is placed at the entrance of the model to learn the highly nonlinear network structures and the decoder converts the extracted features back to the original space. Such encoder–decoder architecture is capable of dealing with spatial nonlinearity and sparsity, while the stacked LSTM between the encoder and decoder can learn temporal dependencies. The well designed end-to-end model thus can learn both structural and temporal features and do link prediction in a unified way.

We first introduce terms and notations that will be frequent used later, all of which are listed in Table I. Other notations will be explained along with the corresponding equations. Notice that a single LSTM cell can be regarded as a layer, in which the terms with subscript \(f\) are the parameters of forget gate, the terms with subscripts \(i\) and \(C\) are the parameters of input gate, and those with subscript \(o\) are the parameters of output gate.

1) Encoder–Decoder Architecture: Autoencoder can efficiently learn representations of data in an unsupervised way. Inspired by this, we place an encoder at the entrance of the model to capture the highly nonlinear network structure and a graph reconstructor at the end to transform the latent features back into a matrix of fixed shape. Here, however, the whole process is supervised, which is different from autoencoder, since we have labeled data \((A_t)\) to guide the decoder to build matrices that can better fit the target distributions. In particular, the encoder, composed of multiple nonlinear perceptions, projects the high-dimensional graph data into a relatively lower dimensional vector space. Therefore, the obtained vectors could characterize the local structure of vertices in the network. This process can be characterized as

\[
\begin{align*}
Y^{(1)}_{e,i} &= \text{ReLU}(W_{e}^{(1)} s_i + b_{e}^{(1)}) \\
Y^{(k)}_{e,i} &= \text{ReLU}(W_{e}^{(k)} Y^{(k-1)}_{e,i} + b_{e}^{(k)}) \\
Y^{(k)}_{e} &= \sum_{i=1}^{N-1} Y^{(k)}_{e,i}
\end{align*}
\]

where \(s_i\) donates \(i\)th graph in the input sequence \(S\). \(W_{e}^{(k)}\) and \(b_{e}^{(k)}\) represent the weight and bias of the \(k\)th encoder layer, respectively. And \(Y^{(k)}_{e}\) is the output of \(k\)th encoder layer.

### Table I

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(K)</td>
<td>number of encoder/decoder layers</td>
</tr>
<tr>
<td>(L)</td>
<td>number of LSTM cells</td>
</tr>
<tr>
<td>(A_t)</td>
<td>output of the decoder</td>
</tr>
<tr>
<td>(H)</td>
<td>output of the stacked LSTM</td>
</tr>
<tr>
<td>(Y^{(k)}<em>{e,f}, Y^{(k)}</em>{d})</td>
<td>output of (k)th encoder/decoder layer</td>
</tr>
<tr>
<td>(W_{e}^{(k)}, W_{d}^{(k)})</td>
<td>weight of (k)th encoder/decoder layer</td>
</tr>
<tr>
<td>(b_{e}^{(k)}, b_{d}^{(k)})</td>
<td>bias of (k)th encoder/decoder layer</td>
</tr>
<tr>
<td>(W_{f,i,C,o}^{(l)})</td>
<td>weight of (l)th LSTM layer</td>
</tr>
<tr>
<td>(b_{f,i,C,o}^{(l)})</td>
<td>bias of (l)th LSTM layer</td>
</tr>
</tbody>
</table>
performed by the forget gate, which is defined as to be thrown away from previous cell state. The operation is defined as

\begin{equation}
\begin{aligned}
Y_d^{(1)} &= ReLU\left( W_d^{(1)} H + b_d^{(1)} \right) \\
Y_d^{(k)} &= ReLU\left( W_d^{(k)} a_d^{(k-1)} + b_d^{(k)} \right)
\end{aligned}
\end{equation}

(2)

where \( H \) is generated by the stacked LSTM and represents the features of the target snapshot rather than a sequence of features of all previous snapshots used in the encoder. \( W_d^{(k)} \) and \( b_d^{(k)} \) represent the weight and bias of the \( k \)th in decoder, respectively. And \( Y_d^{(k)} \) is the output of \( k \)th decoder layer. Another difference is the last layer of the decoder, or the output layer, uses \( \text{sigmoid}(x) = \frac{1}{1 + e^{-x}} \) as the activation function rather than \( \text{ReLU} \). And the number of units of the output layer always equals to the number of nodes.

2) Stacked LSTM: Although encoder–decoder architecture could deal with the high nonlinearity, it is not able to capture the time-varying characteristics. LSTM [45], as a special kind of RNN [46], [47], can learn long-term dependencies and is introduced here to solve this problem. An LSTM consists of three gates, i.e., a forget gate, an input gate and an output gate. The first step is to decide what information is going to be thrown away from previous cell state. The operation is performed by the forget gate, which is defined as

\begin{equation}
\begin{aligned}
f_t &= \sigma \left( W_f \cdot \left[ \hat{C}_t - Y_e^{(K)} \right] + b_f \right)
\end{aligned}
\end{equation}

(3)

where \( \hat{C}_t \) represents the output at time \( t \) and \( \sigma \) donates the activation function \( \text{sigmoid} \). \( K \) refers to the number of encoder layers. \( W_f \) and \( b_f \) are the weight and bias of the forget gate in LSTM, respectively. Then the input gate decides what new information should be added to the cell state. First, a sigmoid layer decides what information the input contains, \( i_t \), should be updated. Second, a tanh layer generates a vector of candidate state values, \( \hat{C}_t \), which could be added to the cell state. The combination of \( i_t \) and \( \hat{C}_t \) represents the current memory that can be used for updating \( C_t \). The operation is defined as

\begin{equation}
\begin{aligned}
i_t &= \sigma \left( W_i \cdot \left[ h_{t-1}, Y_e^{(K)} \right] + b_i \right) \\
\hat{C}_t &= \text{tanh}\left( W_C \cdot \left[ h_{t-1}, Y_e^{(K)} \right] + b_C \right) \\
C_t &= f_t \ast C_{t-1} + i_t \ast \hat{C}_t.
\end{aligned}
\end{equation}

(4)

\( W_i \) and \( W_C \) are the weights of the input gate in LSTM. \( b_i \) and \( b_C \) are corresponding biases. Taking the benefit of the forget gate and the input gate, LSTM cell can not only store long-term memory but also filter out the useless information. The output of LSTM cell is based on \( C_t \) and it is controlled by the output gate which decides what information, \( o_t \), should be exported. The process is described as

\begin{equation}
\begin{aligned}
o_t &= \sigma \left( W_o \cdot \left[ h_{t-1}, Y_e^{(K)} \right] + b_o \right) \\
h_t &= o_t \ast \text{tanh}(C_t)
\end{aligned}
\end{equation}

(5)

where \( W_o \) and \( b_o \) represent the weight and bias of the output gate in LSTM, respectively. A single LSTM cell is capable of learning time dependencies, but a chain-like LSTM module, namely stacked LSTM, is more suitable for processing time sequence data. Stacked LSTM consists of multiple LSTM cells that take signals as input in the order of time. We place the stacked LSTM between the encoder and the decoder to learn the patterns under which the network evolves. After receiving the features extracted at time \( t \), the LSTM module turns them into \( h_t \) and then feed \( h_t \) back to the model at next training step. It helps the model make use of the remaining information of
previous training data. It should be always noticed that the numbers of units in encoder, LSTM cells and decoder vary when $N$ changes. The larger $N$, the more units we need in the model.

The encoder at the entrance could reduce the dimension for each graph and thus keep the computation of the stacked LSTM at a reasonable cost. And the stacked LSTM which is advanced at dealing with temporal and sequential data is supplementary to the encoder in turn.

C. Balanced Training Process

$L_2$ distance, often applied in regression, can measure the similarity between two samples. But if we simply use it as loss function in the proposed model, the cost could probably not converge to an expected range or result in overfitting due to the sparsity of the network. There are far more zero elements than nonzero elements in $A_t$, making the decoder appeal to reconstruct zero elements. To address this sparsity problem, we should focus more on those existing links rather than nonexistent links in back propagation. We define a new loss function as

$$L = \sum_{i=1}^{n} \sum_{j=1}^{n} (a_{t,i,j} - \hat{a}_{t,i,j}) * p_{i,j}$$

where $\odot$ means the Hadamard product. For each training process, $p_{i,j} = 1$ if $a_{t,i,j} > 0$ and $p_{i,j} = \beta > 1$ otherwise. And $\beta$ is a positive value representing the penalty coefficient. Such penalty matrix exerts more penalty on nonzero elements so that the model could avoid overfitting to a certain extent. And we finally use the mixed loss function

$$L_{total} = L + \alpha L_{reg}$$

(7)

where $L_{reg}$, defined in (8), is a $L_2$ regularizer to prevent the model from overfitting and $\alpha$ is a tradeoff parameter

$$L_{reg} = \frac{1}{2} \sum_{k=1}^{K} \left( \| W^{(k)}_e \|_F^2 + \| \hat{W}^{(k)}_e \|_F^2 \right)$$

$$+ \frac{1}{2} \sum_{l=1}^{L} \left( \| W^{(l)}_f \|_F^2 + \| \hat{W}^{(l)}_f \|_F^2 + \| W^{(l)}_c \|_F^2 + \| \hat{W}^{(l)}_c \|_F^2 \right).$$

(8)

The value of each element in $A$ is either 0 or 1. The output data, however, are not one-hot encoded. They are decimals and could go to infinity or move toward the opposite direction theoretically. In order to get a valid adjacency matrix, we impose a sigmoid function at the output layer and then modify the values to 0 and 1 with 0.5 as the demarcation point. That is, there exists a link between $i$ and $j$ if $a_{t,i,j} \geq 0.5$ and there is no link otherwise. To optimize the proposed model, we should first make a forward propagation to obtain the loss and then do back propagation to update all the parameters. In particular, the key operation is to calculate the partial derivative of $\partial L_{total}/\partial W^{(k)}_e$ and $\partial L_{total}/\partial W^{(l)}_{f,i,c,o}$.

We would like to take the calculation of $\partial L_{total}/\partial W^{(k)}_e$ for instance. Taking partial derivative with respect to $W^{(k)}_e$ of (7), we have

$$\frac{\partial L_{total}}{\partial W^{(k)}_e} = \frac{\partial L}{\partial W^{(k)}_e} + \alpha \frac{\partial L_{reg}}{\partial W^{(k)}_e}$$

$$= \frac{\partial L}{\partial A_t} \cdot \frac{\partial A_t}{\partial W^{(k)}_e} + \alpha \left\| W^{(k)}_e \right\|_F.$$  

(9)

According to (6), we can easily obtain

$$\frac{\partial L}{\partial A_t} = 2(A_t - \hat{A}_t) \odot P.$$  

(10)

To calculate $\frac{\partial A_t}{\partial W^{(k)}_e}$, we should iteratively take partial derivative with respect to $W^{(k)}_e$ on both sides of (1). After getting $\frac{\partial L_{total}}{\partial W^{(k)}_e}$, we update the weight by

$$W^{(k)}_e = W^{(k)}_e - \lambda \frac{\partial L_{total}}{\partial W^{(k)}_e}$$

(11)

where $\lambda$ is the learning rate which is set as 1e-3 in the following experiments.

As for $\frac{\partial A_t}{\partial W^{(k)}_d}$ and $\frac{\partial L_{total}}{\partial W^{(l)}_{f,i,c,o}}$, the calculation of partial derivative almost follows the same procedure. The calculation of $\frac{\partial A_t}{\partial W^{(k)}_d}$ goes as follows:

$$W^{(k)}_d = W^{(k)}_d - \lambda \frac{\partial L_{total}}{\partial W^{(k)}_d}$$

$$\frac{\partial L_{total}}{\partial W^{(k)}_d} = \frac{\partial L_{total}}{\partial A_t} \cdot \frac{\partial A_t}{\partial W^{(k)}_d} + \alpha \left\| W^{(d)}_k \right\|_F$$

$$\frac{\partial A_t}{\partial W^{(k)}_d} = H \cdot \prod_{i=0}^{K} W^{(d)}_i.$$  

(12)

It is more complicated for $\frac{\partial L_{total}}{\partial W^{(l)}_{f,i,c,o}}$ because the recurrent network makes use of cell states at every forward propagation cycle and we need take cell states of two consecutive moments into consideration. We would take $\frac{\partial L_{total}}{\partial W^{(L)}_f}$ as an example, which is shown below, and the rest are almost the same

$$W^{(L)}_f = W^{(L)}_f - \lambda \frac{\partial L_{total}}{\partial W^{(L)}_f}$$

$$\frac{\partial L_{total}}{\partial W^{(L)}_f} = \frac{\partial L_{total}}{\partial A_t} \cdot \frac{\partial A_t}{\partial W^{(L)}_f} + \alpha \left\| W^{(L)}_f \right\|_F$$

$$\frac{\partial A_t}{\partial W^{(L)}_f} = \prod_{i=1}^{K} W^{(d)}_i.$$  

(13)

The calculation of $\frac{\partial H}{\partial W^{(L)}_f}$ needs to recurrently take the partial derivatives of (5). The auto-grad function implemented in deep learning framework, like TensorFlow, would be useful.

D. Complexity Analysis

The complexity of E-LSTM-D almost depends on the weights of the model, just like other deep learning models. Suppose a simple E-LSTM-D model consists of an encoder

2https://tensorflow.google.cn/
layer with $m_1$ units, an LSTM layer whose hidden size is $m_2$ and a decoder layer, then the complexity is obtained by

$$O(n) \sim n(m_1 + m_2) + 4\left(m_1 m_2 + m_2^2 + m_2\right)$$  \hspace{1cm} (14)$$

where $n$ is the number of nodes of $G_t$. The complexity changes with the structure of the model. Despite the large amount of parameters, the model could finish a single test in a few seconds with the acceleration of GPUs.

IV. Experiments

The proposed E-LSTM-D then is evaluated on five benchmark datasets, compared with four baseline methods.

A. Datasets

We perform the experiments on five real-world dynamic networks, all of which are human contact networks, where nodes denote humans and links stand for their contacts. The contacts could be face-to-face proximity, emailing, and so on. The detailed descriptions of these datasets are listed below.

1) CONTACT [48]: It is a human contact dynamic network of face-to-face proximity. The data are collected through the wireless devices carried by people. A link between person $s$ (source) and $t$ (target) emerges along with a timestamp if $s$ gets in touch with $t$. The data are recorded every 20 s and multiple edges may be shown at the same time if multiple contacts are observed in a given interval.

2) ENRON [49] and RADOSLAW [50]: They are email networks and each node represents an employee in a mid-sized company. A link occurs every time an e-mail sent from one to another. ENRON records email interactions for nearly six months and RADOSLAW lasts for nearly nine months.

3) FB-FORUM [51]: The data were attained from a Facebook-like online forum of students at University of California at Irvine, in 2004. It is an online social network where nodes are users and links represent interactions (e.g., messages) between them. The records span more than five months.

4) LKML [52]: The data were collected from Linux kernel mailing list. The nodes represent users which are identified by their email addresses and each link denotes a reply from one user to another. We only focus on the 2210 users that were recorded from 2007-01-01 to 2007-04-01 and then construct a dynamic network based on the links between these users that appeared from 2007-04-01 to 2013-12-01.

All the experiments are implemented in both long-term and short-term networks. The basic statistics of the five datasets are summarized in Table II.

Before training, we divide each dataset into pieces at a fixed interval and every ten intervals make up a time window in which the links form a snapshot. Rather than modeling the dynamic network as a sequence with incremental links, we remove the links that do not show up again in the next eight intervals with the consideration that the connections between people are probably temporary. Since the interval for different dataset may vary according to the timespan, to make sure that enough training samples could be obtained, in the experiments below, we transform each dataset into 320 snapshots with different intervals and set $N = 10$. In this case, $\{G_{t-10}, \ldots, G_{t-1}, G_t\}$ is treated as a sample with the first ten snapshots as the input and the last one as the output. The illustration is given in Fig. 3. As a result, we can get 310 samples in total. We then group the first 230 samples, with $t$ varying from 11 to 240, as the training set, and the rest 80 samples, with $t$ varying from 241 to 320, as the test set.

B. Baseline Methods

To validate the effectiveness of our E-LSTM-D model, we compare it with node2vec, as a widely used baseline network embedding method, as well as four state-of-the-art DNLP methods that could handle time dependencies, including hybrid-TS [53], temporal network embedding (TNE) [54], ctRBM [38], GBDT-based temporal RBM (GTRBM) [39], and deep dynamic network embedding (DDNE) [27]. In particular, the five baselines are introduced as follows.

1) node2vec [19]: As a network embedding method, it maps the nodes of a network from a high-dimensional space to a lower dimensional vector space. A pair of nodes tend to be connected with a higher probability, i.e., they are more similar, if the corresponding vectors are of shorter distance.
2) **Hybrid-TS** [53]: Hybrid-TS combines static link prediction approaches with time-series link prediction model to perform DNLP.

3) **TNE** [54]: It models network evolution as a Markov process and then use the matrix factorization to get the embedding vector for each node.

4) **ctRBM** [38]: It is a generative model based on temporal RBM. It first generates a vector for each node based on temporal connections and predict future linkages by integrating neighbor information.

5) **GTRBM** [39]: It takes the advantages of both tRBM and GBDT to effectively learn the hidden dynamic patterns.

6) **DDNE** [27]: Similar to autoencoder, it uses a GRU as an encoder to read historical information and decodes the concatenated embeddings of previous snapshot into future network structure.

When implementing node2vec, we set the dimension of the embedding vector as 80 for CONTACT, ENRON, and RADOSLAW which have less than 500 nodes. And for FB-FORUM and LKML with larger size, we set the dimension as 256. We grid search over \{0.5, 1, 1.5, 2\} to find the optimal values for hyper-parameters \(p\) and \(q\), and then use weighted-L2 [19] to obtain the vector \(e^{(u,v)}\) for each pair of nodes \(u\) and \(v\), with each element defined as

\[
e^{(u,v)}_i = |u_i - v_i|^2
\]

where \(u_i\) and \(v_i\) are the \(i\)th element of embedding vectors of nodes \(u\) and \(v\), respectively. For hybrid-TS, we use node2vec described above to serve as the static link prediction approach and autoregressive integrated moving average model (ARIMA) serves as the time-series prediction model. ARIMA does prediction over link occurrence frequency series \(x_{ij}\) which is defined as

\[
x_{ij} = \sum_{k \in V \text{ and } (i,k),(j,k) \in \text{ the link set of } s} \log(\text{degree}(k)).
\]

The parameters of ARIMA, the number of autoregressive terms \(p_a\), the differential order \(d_a\), and the number of moving average terms \(q_a\) are searched within \{0, 1, 2, 3\}, \{0, 1\} and \{0, 1, 2, 3\}, respectively. For TNE, we set the dimension as 80 for CONTACT, ENRON, and RADOSLAW and 200 for FB-FORUM and LKML. We use the algorithm local auto to predict future links and leave other parameters as default. As for the two RBM-based methods, the parameters are mainly about the numbers of visible units and hidden units in tRBM. The number of visible units always equals to the number of corresponding network’s nodes and we set the dimension of hidden layers as 128 for smaller datasets like CONTACT, ENRON, and RADOSLAW and 512 for the rest. The general settings for the six baselines are summarized in Table III. For DDNE, we set the dimension as 128 for the first three smaller datasets and 512 for the rest. When implementing our proposed model, E-LSTM-D, we choose the parameters accordingly: for the first three smaller datasets, we set \(K = 1\) and \(L = 2\) and add an additional layer to both encoder and decoder when for the rest two larger datasets. In the training process, we set the learning rate \(\lambda = 1e^{-3}\) and the weight decay \(\alpha = 1e^{-4}\) for all datasets. The value of \(K\) and \(L\) together with the number of units in layer are determined with the consideration of computation complexity and model’s performance. Usually we set \(K = 1\) for small datasets (the network with less than 500 nodes) and \(K = 2\) for relatively large datasets. \(L\) is always set to 2 in this article and it can also be enlarged when it comes to larger datasets. The number of units in each layer are set accordingly. For small datasets, i.e., the number of nodes is less than 500, a single layer with 128 units is enough. And we make it larger for large datasets. Recalling that the decoder has mirror structure of the encoder, we make the number of units in the first decoder layer equal to the number of units in the last encoder layer. And the number of units in the output layer in decoder should equal to the number of nodes in the corresponding network to construction a new graph. The details of the parameters are illustrated in Table IV, which are chosen to get the best performance for each method, so as to make fair comparison.

### C. Evaluation Metrics

There are few metrics specifically designed for the evaluation of DNLP. Usually, those evaluation metrics used in static link prediction are also employed for DNLP. The AUC is commonly used to measure the performance of a dynamic
link predictor. AUC equals to the probability that the predictor gives a higher score to a randomly chosen existing link than a randomly chosen nonexistent one. The predictor is considered more informative if its AUC value is closer to 1. Other measurements, such as precision, mean average precision (MAP), F1-score, and accuracy evaluate link prediction methods from the perspective of binary classification. All of them suffer from the sparsity problem and cannot give measurements to dynamic performances. The area under the precision-recall curve (PRAUC) [55] developed from AUC is designed to deal with the sparsity of networks. However, the removed links in the near future, as a significant aspect of DNLP, are not characterized by PR curve and thus PRAUC may lose its effectiveness in this case. Junuthula et al. [56] restricted the measurements to only part of node pairs and proposed the geometric mean of AUC and PRAUC (GMAUC) for the added and removed links, which can better reflect the dynamic performance. Li et al. [38] used SumD that counts the differences between the predicted network and the true one, evaluating link prediction methods in a more strict way. But the absolute difference could be misleading. For example, two dynamic link predictors both achieve SumD at 5. However, one predictor mispredicts five links in 10, while the other mispredicts 5 in 100. It is obvious that the latter one performs better than the former one but SumD cannot tell.

In our experiments, we choose AUC and GMAUC, and also define a new metric, error rate, to evaluate our E-LSTM-D model and other baseline methods.

1) **AUC**: If among n independent comparisons, there are n’ times that the existing link gets a higher score than the nonexistent link and n” times they get the same score, then we have

\[
AUC = \frac{n’ + 0.5n’’}{n}.
\]

Before calculation, we randomly sample nonexistent links with the same number of existing links to ease the impact of sparsity.

2) **GMAUC**: It is a metric specifically designed for measuring the performance of DNLP. It combines PRAUC and AUC by taking geometric mean of the two quantities, which is defined as

\[
GMAUC = \left( \frac{\text{PRAUC}_{\text{new}} - \frac{L_{A}}{L_{A} + L_{R}}}{1 - \frac{L_{A}}{L_{A} + L_{R}}} \right)\times 2(AUC_{\text{prev}} - 0.5)^{1/2}
\]

where \(L_{A}\) and \(L_{R}\) refer to the numbers of added and removed edges, respectively. PRAUC_{\text{new}} is the PRAUC value calculated among the new links and AUC_{\text{prev}} represents the AUC for the observed links.

3) **Error Rate**: It is defined as the ratio of the number of mispredicted links, denoted by \(N_{\text{false}}\), to the total number of truly existing links, denoted by \(N_{\text{true}}\), which is represented by

\[
\text{Error Rate} = \frac{N_{\text{false}}}{N_{\text{true}}}.
\]

Different from SumD that only counts the absolute difference in two graphs, error rate takes the number of truly existing links into consideration to avoid deceits.

**D. Experimental Results**

For each epoch, we feed ten historical snapshots, \(\{G_{1-10}, \ldots, G_{1-1}\}\) to E-LSTM-D and infer \(G_{1}\). And it is the same for implementing the other four DNLP approaches. For the methods that are not able to deal with time dependencies, i.e., node2vec, there are following two typical treatments: 1) only using \(G_{1-1}\) to infer \(G_{1}\) [22] or 2) aggregating previous ten snapshots into a single network and then do link prediction [24], [27]. We choose the former one when implementing node2vec, because the relatively long sequence of historical snapshots here may carry some disturbing information that node2vec cannot handle, leading to even poor performance.

We compare our E-LSTM-D model with the five baseline methods on the performance metrics AUC, GMAUC, and error rate. Since the patterns of network evolution may change with time, the model trained by the history data may not capture the pattern in the remote future. To investigate both short-term and long-term prediction performance, we report the average values of the three performance metrics for both first 20 test samples and all the 80 samples. The results are presented in Table V, where we can see that, generally, the E-LSTM-D model outperforms the baseline methods in majority cases for both short-term and long-term prediction. Note that, our method is slightly worse than TNE on LKML when using AUC and GMAUC as the performance metric. This might be because, for a relatively large network, we need more training samples to improve the performance of E-LSTM-D. In particular, for the metrics of AUC and GMAUC, the poor performances obtained by node2vec indicate that the methods, designed for static networks, are indeed not suitable for DNLP. On the contrary, E-LSTM-D and other DNLP baselines can get much better performances, due to their dynamic nature.

Moreover, for each predicted snapshot, we also compare the predicted links with truly existing ones to obtain the error rate. We find that node2vec can easily predict much more links than the truly existing ones, leading to relatively large error rates. We argue that it might blame to the classification process that the pre-trained linear regression model is not suitable for the classification of embedding vectors. As presented in Table V, the results again demonstrate the best performance of our E-LSTM-D model on DNLP. TNE performs poorly on error rate, because it does not specially fit the distribution of the network as the other deep learning-based methods do. The dramatic difference of the error rate between E-LSTM-D and TNE indicates that this metric is a good addition to AUC to comprehensively measure the performance of DNLP. Other deep learning-based methods, like cTRM and DDNE, have similar performances while they could not compete with E-LSTM-D in most cases. It is worth noticing that
TABLE V

<table>
<thead>
<tr>
<th>Performance metric</th>
<th>Method</th>
<th>CONTACT</th>
<th>ENRON</th>
<th>RADOSLAW</th>
<th>FB-FORUM</th>
<th>LKML</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>80</td>
<td>20</td>
<td>80</td>
<td>20</td>
</tr>
<tr>
<td>AUC</td>
<td>node2vec</td>
<td>0.5212</td>
<td>0.5126</td>
<td>0.7659</td>
<td>0.6806</td>
<td>0.6103</td>
</tr>
<tr>
<td></td>
<td>Hybrid-TS</td>
<td>0.7892</td>
<td>0.7282</td>
<td>0.7221</td>
<td>0.6509</td>
<td>0.7936</td>
</tr>
<tr>
<td></td>
<td>TNE</td>
<td>0.9443</td>
<td>0.9297</td>
<td>0.8096</td>
<td>0.8314</td>
<td>0.8841</td>
</tr>
<tr>
<td></td>
<td>crRBM</td>
<td>0.9385</td>
<td>0.9109</td>
<td>0.8468</td>
<td>0.8295</td>
<td>0.8834</td>
</tr>
<tr>
<td></td>
<td>GTRBM</td>
<td>0.9451</td>
<td>0.9327</td>
<td>0.8527</td>
<td>0.8491</td>
<td>0.9237</td>
</tr>
<tr>
<td></td>
<td>DDNE</td>
<td>0.9347</td>
<td>0.9433</td>
<td>0.7985</td>
<td>0.7638</td>
<td>0.9027</td>
</tr>
<tr>
<td></td>
<td>E-LSTM-D</td>
<td>0.9908</td>
<td>0.9893</td>
<td>0.8931</td>
<td>0.8734</td>
<td>0.9814</td>
</tr>
<tr>
<td>GMAUC</td>
<td>node2vec</td>
<td>0.1805</td>
<td>0.1398</td>
<td>0.4069</td>
<td>0.3417</td>
<td>0.7241</td>
</tr>
<tr>
<td></td>
<td>Hybrid-TS</td>
<td>0.8299</td>
<td>0.7981</td>
<td>0.7230</td>
<td>0.6957</td>
<td>0.7408</td>
</tr>
<tr>
<td></td>
<td>TNE</td>
<td>0.9083</td>
<td>0.8958</td>
<td>0.8233</td>
<td>0.7974</td>
<td>0.8282</td>
</tr>
<tr>
<td></td>
<td>crRBM</td>
<td>0.9126</td>
<td>0.8893</td>
<td>0.7207</td>
<td>0.6921</td>
<td>0.8004</td>
</tr>
<tr>
<td></td>
<td>GTRBM</td>
<td>0.9240</td>
<td>0.9136</td>
<td>0.9148</td>
<td>0.8675</td>
<td>0.9157</td>
</tr>
<tr>
<td></td>
<td>DDNE</td>
<td>0.8925</td>
<td>0.8684</td>
<td>0.8724</td>
<td>0.8476</td>
<td>0.8938</td>
</tr>
<tr>
<td></td>
<td>E-LSTM-D</td>
<td>0.9940</td>
<td>0.9902</td>
<td>0.9077</td>
<td>0.8763</td>
<td>0.9956</td>
</tr>
<tr>
<td>Error Rate</td>
<td>node2vec</td>
<td>44.7753</td>
<td>25.2278</td>
<td>23.9053</td>
<td>24.8060</td>
<td>20.7240</td>
</tr>
<tr>
<td></td>
<td>crRBM</td>
<td>1.8976</td>
<td>1.9046</td>
<td>2.4890</td>
<td>2.7328</td>
<td>1.8920</td>
</tr>
<tr>
<td></td>
<td>GTRBM</td>
<td>1.5843</td>
<td>1.6953</td>
<td>1.5947</td>
<td>1.8836</td>
<td>1.9079</td>
</tr>
<tr>
<td></td>
<td>DDNE</td>
<td>1.1780</td>
<td>1.6036</td>
<td>1.7664</td>
<td>1.9014</td>
<td>1.6316</td>
</tr>
<tr>
<td></td>
<td>E-LSTM-D</td>
<td>0.4011</td>
<td>0.5735</td>
<td>0.9038</td>
<td>0.9880</td>
<td>0.3932</td>
</tr>
</tbody>
</table>

Fig. 4. DNLP performance on AUC, GMAUC, and error rate, obtained by our E-LSTM-D model, as functions of $\Delta$ for the five datasets. $\Delta$ donates the number of snapshots between the current predicted one and the 240th one. The dashed lines represent the changing tendencies.

the TNE outperforms the others on LKML from the perspective of traditional AUC and GMAUC, which shows its robustness to the scale of networks on these metrics, however, it has much larger error rate compared with the other DNLP methods.

For the 80 test samples with $G_{240+\Delta}$ as the output, where $\Delta$ varies from 1 to 80, we draw the DNLP performances on the three metrics, obtained by E-LSTM-D, as functions of $\Delta$ for the five datasets to see how long it can predict network evolution with satisfying performance. The results are shown in Fig. 4 for E-LSTM-D, where we can see that, generally, AUC and GMAUC decrease, while error rate increases, as $t$ increases, indicating that long-term prediction on structure is indeed relatively difficult for most dynamic networks.
Interestingly, for RADOSLAW, FB-FORUM, and LKML, the prediction performances are relatively stable, which might be because their network structures evolve periodically, making the collection of snapshots easy to predict, especially when LSTM is integrated in our deep learning framework. To further illustrate this, we investigate the changing trends of the most common structural properties, i.e., average degree and average clustering coefficient, of the five networks as $\Delta$ increases. The results are shown in Fig. 5, where we can see that these two properties change dramatically for CONTACT and ENRON, while they are relatively stable for RADOSLAW, FB-FORUM, and LKML. These results explain why we can make better long-term prediction on the last two dynamic networks.

As described above, although some methods have excellent performances on AUC, they might mispredict many links. In most real-world scenarios, however, we may only focus on the most important links. Therefore, we further evaluate our model on part of the links that are of particular significance in the network. Here, we use two metrics, degree centrality and edge betweenness centrality, to measure the importance of each link. As described above, although some methods have excellent performances on AUC, they might mispredict many links. In most real-world scenarios, however, we may only focus on the most important links. Therefore, we further evaluate our model on part of the links that are of particular significance in the network. Here, we use two metrics, degree centrality and edge betweenness centrality, to measure the importance of each link. To measure the importance of a link, we use the sum of degree centralities of the two terminal nodes (source and target). We then calculate the error rate when predicting the top 10% important links. The results are presented in Table VI, which demonstrates again the outstanding performance of our E-LSTM-D model in predicting important links. It also shows that the E-LSTM-D model is more capable of learning networks’ features, i.e., degree distribution and edge betweenness, which could account for the effectiveness in a way. Moreover, comparing Tables V and VI, we find that error rates on the top 10% important links are much smaller than those on all the links in the five networks by adopting any method. This indicates that, actually, those more important links are also more easily to be predicted.

### E. Beyond Link Prediction

Our E-LSTM-D model learns low-dimensional representation for each node in the process of link prediction. These vectors, like those generated by other network embedding methods, contain local or global structural information that can be used in other tasks such as node classification, etc. To illustrate this, we conduct experiment on karate club dataset, with the network structure shown in Fig. 6(a). We first obtain $G_{t-1}$ by randomly removing ten links form the original network and then use it to predict the original network.
Fig. 6. (a) Structure of karate club network. (b) t-SNE visualization of the embedding features obtained by our E-LSTM-D model.

Gt. After training, we use the output of the stacked LSTM as the input to the visualization method t-SNE [57]. Besides obtaining the excellent performance on link prediction, we also visualize the embedding vectors, as shown in Fig. 6(b), where we can see that the nodes of the same class are close to each other while those of different classes are relatively far away. This indicates that the embedding vectors obtained by our E-LSTM-D model on link prediction can also be used to effectively solve the node classification problem, validating the outstanding transferability of the model.

F. Parameter Sensitivity

The performance of our E-LSTM-D model is mainly determined by three parts: 1) the structure of model; 2) the length of historical snapshots \( N \); and 3) the penalty coefficient \( \beta \). In the following, we will investigate their influences on the model performance.

1) Influence of the Model’s Structure: The results shown in Table V are obtained by the models with selected structures. The numbers of units in each layer and the number of layers are set with concerns on both computation complexity and models’ performance. We test the model with different number of units and encoder layers to prove the validity of the structures above. Fig. 7 shows that the performance will slightly drop with the reduction of the number of units in the first encoder layer. And further increasing the complexity has little contribution to the performance and may even lead to worse results. Table VII reports the difference of the performances between the model with an additional encoder layer which shares the same structure of the previous layer and the original model. The results show that there seems no significant improvements on AUC and GMAUC with an additional layer. But it could actually lower error rates with the increasing of the model’s complexity. Overall, the general structure of E-LSTM-D can achieve state-of-the-art performance in most cases.

2) Influence of Historical Snapshot Length: Usually, longer length of historical snapshots contains more information and thus may improve link prediction performance. On the other hand, snapshots from long ago, however, might have little influence on the current snapshot, while more historical snapshots will increase the computational complexity. Therefore, it is necessary to find a proper length to balance efficiency and performance. We thus vary the length of historical snapshots from 5 to 25 with a regular interval 5. The results are shown in Fig. 8(a), which tell that more historical snapshots can indeed improve the performance of our model, i.e., leading to larger AUC and GMAUC while smaller error rate. Moreover, it seems that AUC and GMAUC increase most when \( N \) changes from 1 to 10, while error rate decreases most when \( N \) changes from 1 to 20. Thereafter, for most dynamic networks, these metrics keep almost the same as \( N \) further increases. This phenomenon suggests us to choose \( N = 10 \) in the previous experiments.

3) Influence of the Penalty Coefficient: The penalty coefficient \( \beta \) is applied in the objective to avoid overfitting and accelerate convergence. When \( \beta = 1 \), the objective simply equals to \( L_2 \) distance. In reality, \( \beta \) is usually larger than 1 to help the model focus more on existing links in the training process. As shown in Fig. 8(b), we can see that the performance is relatively stable as \( \beta \) varies. However, for some datasets, the increasing of penalty coefficient could actually lead to slightly larger GMAUC but smaller error rate, while it has little effect on AUC. As \( \beta \) further increases, both GMAUC and error rate keep relatively stable. These suggest us to choose a relatively small \( \beta \), i.e., \( \beta \in (1, 2] \) in the experiments, varying for different datasets to obtain the optimal results.

| TABLE VII | DIFFERENCE OF THE PERFORMANCE WITH DIFFERENT NUMBER OF ENCODER LAYERS |
|-----------|-----------------------|-------------------------|
| DATABASE  | AUC        | GMAUC     | ERROR RATE |
| CONTACT   | 0.0038     | 0.0024    | -0.1037    |
| ENRON     | 0.0119     | 0.0206    | -0.0397    |
| RADOSLAW  | 0.0035     | -0.0054   | -0.0920    |
| FB-FORUM  | 0.0029     | 0.0011    | -0.1033    |
| LKML      | -0.0079    | 0.0108    | -0.1375    |
Fig. 8. Parameter sensitivity analysis of our E-LSTM-D model on five datasets. (a) Performances on AUC, GMAUC, and error rates as functions of historical snapshot length \( N \). (b) Performances as functions of penalty coefficient \( \beta \).

V. Conclusion

In this article, we propose a new deep learning model, namely E-LSTM-D, for DNLP. Specifically, to predict future links, we design an end-to-end model integrating a stacked LSTM into the architecture of encoder–decoder, which can make fully use of historical information. The proposed model learns not only the low-dimensional representations and non-linearity, but also the time dependencies between successive network snapshots. As a result, it can better capture the patterns of network evolution. Empirically, we conduct extensive experiments to compare our model with traditional link prediction methods on a variety of datasets. The results demonstrate that our model outperforms the others and achieve the state-of-the-art performance. Moreover, when it comes to the scenarios in real life, such as analysis of protein–protein dynamic interactions and friendship prediction in social network, there is no need to compute for each link one by one any more. By using our E-LSTM-D model, we just need to feed the model with a sequence of historical snapshots and get all the results directly. It is important for those who are expertized in biology or other fields but with little knowledge of graph processing to complete DNLP task. The only thing they need to do is to transfer the temporal links into a sequence of snapshots and then the results could be obtained. Such convenience is not available when adapting other approaches. Also, in this model, besides those recent snapshots, the earlier ones could also be fully utilized, which is of significance in certain cases, e.g., communication networks.

Our future research will focus on predicting the evolution of layered dynamic networks. Besides, we will make efforts to reduce the computational complexity of our E-LSTM-D model to make it suitable for large-scale network. Also, we will study the transferability of our model on various tasks by conducting more comprehensive experiments.
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